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ABSTRACT 

 

 

Disease is the normal issue for all individuals on the planet with various kinds. Especially, Breast 

Cancer is the most regular ailment as a disease type for ladies. Along these lines, any advancemen for 

analysis and expectation of malignant growth illness is capital significant for a solid life. AI methods 

can cause a colossal to contribute on the cycle of early analysis and expectation of disease. In this 

paper, two of the most mainstream AI methods have been utilized for characterization of Wisconsin 

Breast Cancer (Original) dataset and the arrangement execution of these procedures have been 

contrasted and each other utilizing the estimations of exactness, accuracy, review and ROC Area. The 

best exhibition has been acquired by Support Vector Machine strategy with the most 

elevated exactness. 
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[I] INTRODUCTION 
 

Cancer is the second reason of human death all over the world and accounts for roughly 9.6 million 

deaths in 2018. Globally, for 1 human death in 6 can be said that is caused by cancer. Almost 70 

percent of the deaths from cancer disease happen in countries that have low and middle income [1]. 

The most common cancer type among women are breast, lung and colorectal, which totally 

symbolize half of the all cancer cases. Also, breast cancer is responsible for the thirty percent of all 

new cancer diagnoses in women [2]. Machine learning (ML) methods ensure analyzing the data and 

extracting key characteristics of relationships and information from dataset. Also, it creates a 

computational model for best description of the data. Especially, according to in researches about 

cancer disease, it can be said that ML techniques can be handled on early detection and prognosis of 

cancer [3]. Asri et al. have compared some machine learning algorithms for the risk prediction and 

diagnosis of breast cancer. Support Vector Machine (SVM), k-Nearest Neighbors (kNN), Naive 

Bayes (NB) and Decision Tree (C4.5) have been applied Wisconsin Breast Cancer (Original) dataset. 

SVM classification method has been given the highest accuracy value (97.13 %) with least error rate 

when the experimental results were compared [4]. Bazazeh and Shubair have investigated the 

comparative study of machine learning techniques as Support Vector Machine (SVM), Random 

Forest (RF) and Bayesian Network (BN) for detection and diagnosis of breast cancer. The Original 

Wisconsin Breast Cancer was used as a dataset and Weka software was used as a Machine Learning 

tool. The key performance parameters of machine learning classifiers have been compared according 

to accuracy, recall, precision and ROC area. They have suggested that BN has the best performance 

according to recall and precision values and RF technique has optimum performance in term of ROC 

area [5]. Ahmad et al. have exercised machine learning algorithms for predicting the rate of two 

years recurrence of breast cancer disease. The dataset has been obtained from Iranian Center of Breast 

Cancer (ICBC) program, collected the time period of 1997-2008 years. The dataset is consisted of 

population characteristics and 22 input variables also the cases have been collected from 1189 

women of diagnosed breastcancer. Artificial Neural Network (ANN), Support Vector Machine 

(SVM) and Decision Tree (DT) have been applied and SVM has been showed the best performance 

with highest accuracy and least error rate [6]. 

Bektas and Babur have studied on diagnosis of breast cancer using machine learning techniques. 

Kent Ridge Microarray has been used 2 datasets and support vector machine, k-star, random forest 

algorithm and voted perceptron have been applied. Random forest algorithm has been showed more 

performance than applied feature selection method[7]. 

Chantal have applied Support VectorMachine classification algorithm on Wisconsin Diagnostic 

Breast 

Cancer dataset.In the study, the training and testing sets have been split as 50-50%, 70-30% and 

80-20%. According to different training/testing percent, accuracy values have been calculated[8]. 

In this paper, as SVM and ANN two of the most popular machine learning techniques are applied 

on Wisconsin Breast Cancer (Original) dataset and the result of applied machine learning (ML) 

techniques are compared according to performance metrics. The rest of the paper is arranged as 

follows: Section II explains used material. Section III describes the fundamental points of machine 

learning techniques. The results are explained in Section IV. The paper ends in conclusion by 

proposing concludingremarks. 
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[2] DATASET 
 

In this study, Wisconsin Breast Cancer (Original) (WBC) dataset is acquired from UCI Machine 

Learning Repository and analyzed. The used dataset is consisting of 699instances that were 

classified as benign and malignant. Also, dataset has 11 integer-valued attributes [9]. 

The common features of dataset are; 

• Benign class: 458 (65.5%) 

• Malignant class: 241(25.5%) 

The 11 integer-valued attributes ofdatasets are; 

▪ Sample codenumber 

▪ Clump Thickness(1-10) 

▪ Cell Size Uniformity(1-10) 

▪ Cell Shape Uniformity(1-10) 

▪ Marginal Adhesion(1-10) 

▪ Single Epithelial Cell Size(1-10) 

▪ Bare Nuclei(1-10) 

▪ Bland Chromatin(1-10) 

▪ Normal Nuclei(1-10) 

▪ Mitoses (1-10) 

▪ Class (2: Benign, 4: Malignant) 

 

 

 

[3] EXPERIMENTAL ANALYSIS 

 

In this paper, we have applied SVM and ANN techniques for prediction of the classification of breast 

cancer to find which machine learning methods performance is better. Support Vector Machines 

(SVMs) have been first explained by Vladimir Vapnik and the good performances of SVMs have 

been noticed in many pattern recognition problems. SVMs can indicate better classification 

performance when it is compared with many other classification techniques [10]. 

SVM is one of the most popular machine learning classification technique that is used for the 

prognosis and diagnosis of cancer. According to SVM, the classes are separated with hyperplane that 

is consisted of support vectors that are critical samples from all classes. The hyperplane is a separator 

that is identified as decision boundary among the two sample clusters. SVM can be used for 

classifying tumors as benign or malignant based on patient’s age and tumors size [11].  

Artificial Neural Network (ANN) can be expressed in terms of biological neuron system. Especially, 

it is similar to human brain process system. It is consisted of a lot of nodes that connect each node 

[12].  

ANN have the ability of modeling typical and powerful non-linear functions. It is consisted of a 

network of lots of artificial neurons. Each of these combinations is comprised of input/output 

characteristics that perform a local mathematical function. The function could be a computation of 

weighted sums of inputs which generates an output if it goes beyond a given threshold value. The 

output could be an input to other neurons in the network. This transaction iterates until the latest 

output is produced [13].  

The authors also published several comparative results in this area [13-17]. As machine learning 

techniques, SVM and ANN are applied with WEKA machine learning tool. WEKA is Java based 
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and open source tool. It provides many machine learning algorithms and methods for analysis. It 

contains many machine learning tools for classification, clustering, regression, association rules 

mining and visualization. In this study, ARFF (Attribute-Relation File Format) was used for 

classification of breast cancer. SMO (Sequential Minimal Optimization) algorithm and LibSVMare 

used as the classification of SVM in Weka software. Also,Multi-Layer Perceptron and Voted 

Perceptron are used as ANN classifier inWeka. 

The results of the applied machine learning techniques application on WBC dataset are reported. We 

applied k=10- fold cross validation and percentage split (% 66 and % 33 splits) which are training 

options that split the dataset into a training set to train model and a testing set to evaluate it. In 

WEKA software, SVM and ANN techniques are applied on breast cancer dataset. The experimental 

results are demonstrated in Table 1 and Table 2 respectively. In the results, performance metrics of 

accuracy, precision, recall and ROC Area are compared. Ensemble learning helps improve machine 

learning results by combining several models. This approach allows the production of better 

predictive performance compared to a single model and it is the art of combining diverse set of 

learners (individual models) together to improvise on the stability and predictive power of the model. 

In the world of Statistics and Machine Learning, Ensemble learning techniques attempt to make the 

performance of the predictive models better by improving their accuracy. Ensemble Learning is a 

process using which multiple machine learning models (such as classifiers) are strategically 

constructed to solve a particular problem. 

 

Table 1: The experimental results of Support VectorMachine classificationtechniques. 

 

Support Vector 

Machine 

The results of performance 

Test Options Accuracy Precision Recall ROC 

Area 

Sequential 

Minimal 

Optimization 

(SMO) 

k=10 cross 

validation 

0,969957 0,97 0,97 0,968 

Percentage split 0,953782 0,954 0,954 0,949 

 

LibSVM 

k=10 cross 

validation 

0,957082 0,96 0,957 0,964 

Percentage split 0,957983 0,958 0,958 0,957 

 

Table2:TheexperimentalresultsofArtificialNeuralNetwork classificationtechniques. 

 

Artificial Neural 

Network 

The result of performance 

Test Options Accuracy Precision Recall ROC 

Area 

Multi-Layer k=10 cross 0,95442 0,954 0,954 0,988 
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Perceptron 

(MLP) 

validation 

Percentage split 0,953782 0,955 0,954 0,994 

 

Voted Perceptron 

k=10 cross 

validation 

0,909871 0,919 0,91 0,929 

Percentage split 0,882353 0,899 0,882 0,915 

 

[4]  ARCHITECTURE DIAGRAM 

 

 

Every new patient’s details filled at the time of appointments form acts as a test data set. The dataset 

is now supplied to machine learning model on the basis of this data set the model is trained. After 

the operation of testing, model predict whether the new patient is a fit case for affecting breast cancer 

or not based upon the inference it conclude on the basis of the training data sets.  

Variable Description 

Age Age of patient (At the time of diagnosis) 

Menopause Menopause status of the patient 

Tumor-size Patient tumor size 

Inv-nodes Range of auxiliary lymph nodes showing breast 

cancer at the time of historical examination 

Node caps Penetration of the tumor in the lymph node 

capsule or not  

Deg-malig Grade of tumor 

Breast Position of breast cancer 

Breast-quad If the nipple consider as a central point the 

breast may be divided in to four quadrants 

Irrad Irradiation: Patient radiation therapy 

Class Depends on reappearing symptoms of breast 

cancer in the patients after treatment 

 

 

Patient  

Compare 

Machine 

Learning 

Algorithm 
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Input 
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Given attribute 

patient data’s 
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Application 
Prediction 

Results 

Past Dataset 

Pre-processing 
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The data which was collected might contain missing values that may lead to inconsistency. To gain 

better results data need to be preprocessed so as to improve the efficiency of the algorithm. Then 4 

different algorithms compared that are Logistic Regression, Random Forest, Decision tree, Support 

Vector Machine. Accuracy calculation and comparing the algorithms is done by voting.  Voting is 

one of the most straightforward Ensemble learning techniques in which predictions from multiple 

models are combined 

Accuracy = (TP + TN) / (TP + TN + FP + FN) 

Tkinter is a python library for developing GUI (Graphical User Interfaces). We use the Tkinter library 

for creating an application of UI (User Interface), to create windows and all other graphical user 

interface and Tkinter will come with Python as a standard package, it can be used for security purpose 

of each users or accountants.  This GUI is used to display the output. 

 

 

 

 

[5] CONCLUSION 

 

Breast Cancer is the most frequent disease as a cancer type for women. Therefore, any development 

for diagnosis and prediction of cancer disease is capital important for a healthy life. In this paper, 

we have discussed two popular machine learning techniques for Wisconsin Breast Cancer 

classification. Artificial Neural Network and Support Vector Machine are used as ML techniques 

for the classification of WBC (Original) dataset in WEKA tool. The effectiveness of applied ML 

techniques is compared in term of key performance metrics such as accuracy, precision, recall and 

ROC area. Based on the performance metrics of the applied ML techniques, SVM (Sequential 

Minimal Optimization Algorithm) has showed the best performance in the accuracy of 96,9957 % 

for the diagnosis and prediction from WBC dataset. 
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